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1
ATTRIBUTE CLOUD

BACKGROUND

The proliferation of the Internet has made it quite easy for
a web user to express his or her opinion to large audiences
about products, services, people, events, places, and the like.
This expression is typically accomplished via social media
websites (e.g., Facebook™ and Twitter™), product review
websites (e.g., Yelp™ and CNET™), company websites (e.g.,
Amazon™), forums, blogs, articles, and surveys. Regardless
of'the tool utilized, the user’s opinion often has a long-lasting
impact because readers tend to give significant weight to
other’s opinions when judging a product, service, person,
event, or place. The user’s opinion, therefore, can tip the
scales when the reader is selecting a product to purchase,
selecting a candidate to elect, selecting an event to attend, or
selecting a service to utilize. As a result of this realization,
companies, campaigns, and advertisers have become more
focused on user-generated online content, and are particularly
interested in extracting what is being said about their products
and services, or what is being said about their competitor’s
products and services.

BRIEF DESCRIPTION OF THE DRAWINGS

Example embodiments are described in the following
detailed description and in reference to the drawings, in
which:

FIG. 1 depicts a system in accordance with an embodi-
ment;

FIG. 2 depicts an example attribute cloud in accordance
with an embodiment;

FIG. 3 depicts an example attribute cloud with metadata in
accordance with embodiment;

FIG. 4 depicts an example method associated with produc-
ing an attribute cloud in accordance with embodiment;

FIG. 5 depicts an example method associated with produc-
ing an attribute cloud in accordance with another embodi-
ment; and

FIG. 6 depicts a non-transitory computer-readable medium
in accordance with an embodiment.

DETAILED DESCRIPTION

Various embodiments of the present disclosure are directed
to a tool for visualizing user-generated content. More specifi-
cally, various embodiments are directed to a novel and previ-
ously unforeseen tool that produces an attribute cloud which
efficiently and effectively enables a user to determine the
semantic cohesion, relative significance, and/or sentiment of
user-generated content.

As discussed above, companies and other similar entities
have recently become interested in user-generated content
(e.g., online opinion statements). Such companies commonly
hire analyst teams to manually monitor online activity, and to
extract insight into what is being said about their products and
services, or what is being said about their competitor’s prod-
ucts and services. This manual approach, however, is often
ineffective and inefficient due to the volume of information
available and the frequency at which such information is
added. In many cases, by the time an opinion trend is manu-
ally identified and analyzed, too much time has passed to take
effective measures. Hence, manual analysis is generally not
the best solution for most companies.

An alternative approach is to utilize automated retrieval
tools to “mine” or “scrape” the Internet and extract user-
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generated content. While such tools can automatically collect
avast amount of information, a common problem lies in how
best to analyze and present the information such that a viewer
can promptly comprehend the content and react thereto. One
current approach is to create a “tag cloud” based on the
harvested textual information, where a tag cloud is generally
a visual representation of frequently used words in a single
screen. While this approach allows for a viewer to quickly
discern commonly used words with respect to a given source,
such information is not too informative in most cases. That is,
current tag clouds allow a viewer to discern information in a
prompt manner, but the amount of information discernable
from the tag clouds is usually not enough to make actionable
business decisions.

Various embodiments of the present disclosure address at
least the above by providing a tool that produces an attribute
cloud which enables a viewer to intuitively and promptly
understand a vast amount of information conveyed by the
cloud. More precisely, various embodiments of the present
disclosure provide a tool that visualizes a set of harvested
attributes and conveys the relative significance, semantic
cohesion, sentiment, and/or evolution in real-time via an
attribute cloud. As discussed in detail below with reference to
various example embodiments and example figures, this tool
may effectively convey multi-dimensional information from
a large set of attributes such that a viewer may make action-
able business decisions based thereon.

In one example embodiment of the present disclosure, a
system is provided. The system comprises at least one
memory and at least one processing device. The at least one
memory comprises instructions that when executed by the at
least one processing device cause the system to receive a text
corpus, filter the text corpus to obtain a plurality of attributes,
determine the semantic cohesion between the plurality of
attributes, and create an attribute cloud including the plurality
of attributes, wherein the placement of the plurality of
attributes within the attribute cloud is based at least in part on
the determined semantic cohesion between the plurality of
attributes. Additionally, further instructions cause the system
to determine a sentiment for each of the plurality of attributes,
and assign a color and color intensity to each of the plurality
of attributes, wherein the assigned color and color intensity
are based at least in part on the determined sentiment for each
of the plurality of attributes. Still further instructions cause
the system to determine an occurrence frequency for each of
the plurality of attributes, and assign a text size to each of the
plurality of attributes, wherein the assigned text size is based
at least in part on the determined occurrence frequency for
each of the plurality of attributes.

In another example embodiment of the present disclosure,
a method is provided. The method comprises (i) receiving a
text corpus via a computing device communications inter-
face; (ii) filtering the text corpus to produce a plurality of
attributes, wherein each of the plurality of attributes have an
occurrence frequency above a threshold; (iii) determining the
semantic cohesion between the plurality of attributes by ana-
lyzing the meaning of each of the plurality of attributes; (iv)
creating an attribute cloud including the plurality of
attributes, wherein the placement of the plurality of attributes
within the attribute cloud is based at least in part on the
determined semantic cohesion between the plurality of
attributes; and (v) outputting the attribute cloud for display on
a graphical user interface. The method further comprises
creating metadata tags for each of the plurality of attributes in
the attribute cloud, wherein the metadata tags are displayed in
response to a selection of an attribute in the attribute cloud, or
in response to locating a cursor above an attribute in the
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attribute cloud, and wherein the metadata tags comprise at
least one of sentiment information, influencer information,
source location information, and sample text information.

In still another embodiment of the present disclosure, a
non-transitory computer-readable medium is provided. The
non-transitory  computer-readable medium comprises
instructions that, when executed, cause a system to (i) receive
a text corpus; (ii) filter the text corpus to obtain a plurality of
attributes; (iii) filter the plurality of attributes to obtain the
plurality of attributes above a frequency threshold; (iv) deter-
mine the semantic cohesion between the plurality of
attributes above the frequency threshold; and (v) create an
attribute cloud including the plurality of attributes above the
frequency threshold, wherein the placement of the plurality of
attributes above the frequency threshold within the attribute
cloud is based at least in part on the determined semantic
cohesion between the plurality of attributes above the fre-
quency threshold

FIG. 1 depicts a system 100 in accordance with an embodi-
ment. It should be readily apparent that the system 100 rep-
resents a generalized illustration and that other components
may be added or existing components may be removed, modi-
fied, or rearranged without departing from the scope of the
system 100.

The system 100 comprises a text source 110, a first network
120, a server 130, a second network 160, and an output device
170. For the purposes of simplicity in illustration, the various
system components are shown as separate devices. It should
be understood, however, that one or more system components
may be integrated with one another. For example, the server
130 may be integrated with the output device 170 into a single
computing device, and the first network 120 and second net-
work 180 may be the same network. Furthermore, it should be
understood that while only one component is shown, there
may be more than one of the same component. For example,
while only one server 130 is shown, it should be understood
that more than one server may be utilized, and only one is
shown and described for ease of understanding.

The text source 110 is generally the resource that “pro-
vides” textual data. As used herein, “provides” is to be inter-
preted broadly to mean that the text source outputs such data
and/or allows such data to be ingested (e.g., via a web crawl
or other similar harvesting process). In one embodiment, this
text source 110 may be one or more web servers that host a
website (e.g., web server(s) that hosts Twitter or Facebook).
Inanother embodiment, the text source 110 may be a database
that stores text from, e.g., survey results, transcripts, docu-
ments, emails, archived data, forums, blogs, websites,
speeches, or the like. In yet another embodiment, the text
source 110 may be a storage medium that stores files and/or
previously harvested textual data. For example, the storage
medium may be a flash drive, hard drive, disk drive, CD-
ROM, or the like with text stored thereon.

The text source 110 may provide the textual data directly or
indirectly to the server 130. For example, the text source 110
may provide the textual data indirectly via network 120, or
directly via a port connection. The text source 110 may also
provide the textual data continuously, periodically, and/or
on-demand. In some embodiments, the textual data is pro-
vided in real-time as the text is created. For example, the text
source 110 may provide real time “Tweets” from Twitter
users as they are added by users. Alternatively, the text source
110 may provide real time opinion text from product review
sites as they are added by users.

The first network 120 and second network 160 may be
typical communication networks that enable communication
of data. For example, the first network 120 and second net-
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work 160 may one or more networks including, but not lim-
ited to, wired/wireless networks, local area networks (LANs),
wide area network (WANs), telecommunication networks,
the Internet, an Intranet, computer networks, Bluetooth net-
works, Ethernet LANs, token ring [LANs, Inter-Integrated
Circuit (I?C) networks, serial advanced technology attach-
ment (SATA) networks, and/or serial attached SCSI (SAS)
networks. Such networks may utilize transmission mediums
including, but not limited to, copper, fiber optics, coaxial,
unshielded twisted pair, shielded twisted pair, heliax, radio
frequency (RF), infrared (IR), and/or microwave.

The server 130 is generally one or more computing devices
configured to retrieve, obtain, and/or ingest textual data from
the text source 110 and process such data. The server(s)
comprise one or more processing devices 140 (e.g., CPUs,
microprocessors, microcontrollers, processors, etc.) and one
or more memories 150 (e.g., RAM, ROM, cache, etc).
Executable instructions stored on the one or more memories
150 may be executed by one or more processing devices 140
to conduct the various server functions described herein.

In some embodiments, the server 130 provides a “cloud”
service, where features provided by the server 130 may be
accessible by one or more remote computing devices via
network connections. In other embodiments, the intention
server 130 provides a “local” service, where a user’s comput-
ing device comprises the server 130 and output device 170,
and services provided by the server are accessible by the
user’s computing device.

The output device 170 is generally a device configured to
receive and display information. In some embodiments, the
output device 170 may comprise a display connected to the
server 130. While in other embodiments, the output device
190 may comprise a computing device (e.g., a, laptop, desk-
top, tablet, and/or smartphone) connected to the server 130
via network 160.

Turning now to system 100 operations, as mentioned, the
system 100 enables vast amounts of textual data to be pro-
cessed and thereafter visualized in the form of an attribute
cloud. This may be accomplished in some embodiments by
utilizing content ingestion adapters within the server 130 to
pull textual data from instances of one or more text sources
(e.g., streaming data sources such as Twitter, frequently
updated content sources such as review sites, and/or histori-
cal/stored content such as previously crawled data). Alterna-
tively, such textual data may be uploaded or ingested in
another manner. The textual data may then be processed by
the server 130 in various manners to produce the attribute
cloud (further detail described with respect to FIGS. 4 and 5).
For example, the server 130 may filter the textual data (i.e.,
text corpus) to obtain a plurality of attributes to include in the
attribute cloud. In some embodiments, this filtering may
include identifying attributes of interest from the textual data
based on parts of speech analysis. For example, the filtering
may identify nouns and/or noun phrases in the text, and these
nouns or noun phrases may be selected as attributes, or the
nouns or noun phrases may be utilized to identify attributes
people are discussing. Alternatively or in addition, the filter-
ing may include identifying attributes of interest based on
statistical characteristics of n-grams in the text. For example,
the filtering may identify “n” words that have common or
unusual occurrences in the textual data. Alternatively or in
addition, the filtering may include identifying words and/or
attributes above a numeric threshold, such that only fre-
quently used words/attributes will be included in the attribute
cloud.

In some embodiments, a combination of the above filtering
techniques is utilized. For example, the textual data may first
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be filtered to identify all nouns in the text. The identified
nouns may then be further filtered to remove nouns below a
numeric threshold. Hence, the plurality of attributes output by
the filtering process may only include nouns from the textual
data above the numeric threshold. Alternatively, the textual
data may first be filtered to identify all “n” words in the text.
The identified “n” words may then be further filtered to
remove the words below a numeric threshold. Hence, the
plurality of attributes output by the filtering process may only
include “n” words from the textual data above the numeric
threshold.

Afterthefiltering, the server 130 may proceed to determine
the semantic cohesion, sentiment, and/or importance of the
plurality of attributes. The semantic cohesion determination
process may include determining the commonality between
the attribute meanings. The sentiment determination process
may include determining if the attribute sentiment is positive,
negative, or neutral sentiment. The importance determination
process may include determining the frequency of each
attribute.

Thereafter, the server 130 may create and make accessible
an attribute cloud including the plurality of attributes. The
placement of the plurality of attributes within the attribute
cloud may be based on the determined semantic cohesion
between the plurality of attributes (e.g., attributes with strong
semantic cohesion may be placed closer to one another within
the attribute cloud). In addition, the color and color shade of
the plurality of attributes may be based on the determined
sentiment of each attribute (e.g., highly positive=dark green;
positive=green; highly negative=dark red; negative=red;
neutral=gray; mixed=yellow). Furthermore, the size of the
text within the attribute cloud may be based on the determined
importance (e.g., high importance=large text; low
importance=small text). The attribute cloud may then evolve
or dynamically change based on real time or near real time
input.

The above mentioned processes and attribute cloud are
discussed in greater detail with respect to FIGS. 2-5, where
FIGS. 2 and 3 provide an example attribute cloud, and FIGS.
4 and 5 explain the server processing in further detail.

FIG. 2 depicts an example attribute cloud 200 in accor-
dance with an embodiment. In particular, FIG. 2 depicts an
example attribute cloud 200 produced by the server 130 based
on Twitter feeds provided by the text source 110.

The attribute cloud 200 includes various innovative fea-
tures. One such feature is that the attribute cloud 200 conveys
semantic cohesion. In particular, the server 130 places
attributes that belong to the same semantic categories and/or
that are synonyms close to one another (e.g., in a cluster).
Thus, the semantic distance between the attributes may work
as a constraint for the attribute placement. For example and
referring to the attributes in FIG. 2, the “ipad” 205, “tablet”
210, and “touchpad” 210 are placed very close to one another
because these attributes are all related to tablet-type comput-
ers.

Another feature of the attribute cloud 200 is that it conveys
sentiment information. In particular, the color and shade of
the attributes in the cloud may be a function of their sentiment
values. In the example shown in FIG. 2, positive sentiments
are shown in green, with the degree of positiveness shown
with different shades of green. Similarly, negative sentiments
are shown in red, with the degree of negativity shades of
green. For example, the attribute “ipad” 205 is shown in dark
green because processing of the Twitter sample text indicated
that many positive comments were made about the iPad
device. By contrast, “iphone” 220 is shown is dark red
because processing of the Twitter sample text indicated that
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many negative comments were made about the iPhone
device. If the processing reveals that there are positive and
negative sentiments, another color may be used to indicate
mixed results. For example, “android” 225 is shown in yellow
because the processing of the Twitter sample text indicated
that both positive and negative comments were made about
the Android operating system. If the processing reveals that
there are neutral sentiments, a further color may be used to
indicate mixed results. For example, the attribute “geeks” is
shown in gray because processing of the Twitter sample text
indicated that sentiment neutral comments were made about
the attribute “geeks.”

A further feature of the attribute cloud 200 is that it conveys
the relative importance of the attributes. More specifically,
the size of the attributes in the attribute cloud 200 may be a
function of the attributes relative frequency among the
sample. For example, the attribute “ipad” 205 may appear in
larger font than the term “android” 225 because the process-
ing reveals that “ipad” is mentioned more times than the term
“android.” In some embodiments, a non-linear function may
be used to map the attribute frequency to the attribute size,
where the size of the attributes is constrained by the available
space on the graphical user interface (GUI) canvas, and the
goal is to maximize utilization of the canvas. Furthermore, in
some embodiments, the orientation of the attributes in the
cloud (e.g., horizontal, vertical, and diagonal) may be deter-
mined based on aesthetics and maximum space utilization
considerations. In other embodiments, the orientation may be
used to convey information such as trending momentum (e.g.,
the attributes mentioned most recently are horizontal) or
other informative information.

A still further feature of the attribute cloud 200 is that it
may evolve in real time. In particular, the server 130 may be
configured to receive real-time feeds from the text source 110
and update the attribute cloud 200 based on the input. Thus,
the attribute cloud 200 may evolve according to the dynamic
changes that occur in the attribute importance, attribute sen-
timent, and/or attribute semantic cohesion. This, in turn, may
impact attribute font size, placement, and/or color.

A yet further feature of the attribute cloud 200 is that
metadata may be associated with the attribute cloud 200, and
such data may be accessible to the viewer to obtain further
relevant information. FIG. 3 illustrates an example attribute
cloud 300 with metadata 310 in accordance with embodi-
ment. Each attribute may be associated with metadata that is
accessible by, e.g., clicking on the attribute and/or locating a
cursor above an attribute. A shown, the metadata may display
attribute information such as the name of the attribute (e.g.,
“ipad”), the total number of mentions (e.g., “ipad” was men-
tioned 187 times in the Twitter feeds), the number of positive
sentiments (e.g., “ipad” was mentioned positively 55 times),
the number of negative sentiments (e.g., “ipad” was men-
tioned negatively 30 times), the number of neutral sentiments
(e.g., “ipad” was mentioned neutrally 102 times), an average
score (e.g., a composite score based on the positive, negative,
and neutral mentions), and/or a positiveness score (e.g., a
composite score based on the positive mentions). In addition,
the metadata may display other information such as the geo-
graphical makeup of the source text information (e.g., 55%
U.S.,25% Canada, and 10% UK) and sample text information
(e.g., sample text from one or more sentences mentioning the
selected attribute). Still further, the metadata may include
influencer information, which indicates the level of influence
one or more authors carries. For example, a statement from
the president or a CEO may have a higher influencer score
than a common person. Similarly, a statement from a person
with a large following (e.g., a person with a high number of
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Twitter followers) may have a higher influencer score than a
person with a small following. This influencer information
may be obtained, for example, by analysis of an author’s
Twitter profile and/or number of followers.

FIG. 4 depicts an example method 400 associated with
producing the above-described attribute cloud in accordance
with an embodiment. The illustrated elements denote “pro-
cessing blocks” that may be implemented in logic. In one
example, the processing blocks may represent executable
instructions that cause a computer, processor, and/or logic
device to respond, to perform an action(s), to change states,
and/or to make decisions. Thus, described methodologies
may be implemented as processor executable instructions
and/or operations provided by a computer-readable medium.
In another example, processing blocks may represent func-
tions and/or actions performed by functionally equivalent
circuits like an analog circuit, a digital signal processor cir-
cuit, an application specific integrated circuit (ASIC), or
other logic device. FIG. 4, as well as the other figures, is not
intended to limit the implementation of the described
examples. Rather, the figures illustrate functional informa-
tion one skilled in the art could use to design/fabricate cir-
cuits, generate software, or use a combination of hardware
and software to perform the illustrated processing.

The method 400 may begin at block 410, where the server
130 receives a text corpus from a text source 110 via a com-
munications interface. For example, the server 130 may
receive a Twitter feed from a web server via a network inter-
face card installed on the sever 130 and/or via adapters on the
server.

At block 420, the server 130 filters the text corpus to
produce a plurality of attributes, where each of the plurality of
attributes has an occurrence frequency above a threshold. For
example, the server 130 may filter the text corpus to produce
only those attributes that were mentioned at least 20 times. As
mentioned above, this filtering may also or alternatively
include filtering based on the parts of speech and/or filtering
based on identified n-grams. For example, the textual data
may first be filtered to identify all nouns in the text. The
identified nouns may then be further filtered to remove nouns
below a numeric threshold. Consequently, the plurality of
attributes output by the filtering process may only include
nouns from the textual data above the numeric threshold.
Alternatively, the textual data may first be filtered to identify
all “n” words in the text. The identified “n” words may then be
further filtered to remove the words below a numeric thresh-
old. Thus, the plurality of attributes output by the filtering
process may only include “n” words from the textual data
above the numeric threshold.

Atblock 430, the server 130 determines the semantic cohe-
sion between the plurality of attributes. This maybe accom-
plished, for example, by the server 130 analyzing the meaning
of'each of the plurality of attributes, and assigning a semantic
cohesion score to a plurality of attributes pairs. More particu-
larly, the server 130 may obtain the meanings of each of the
attributes and compare the meanings to determine if any of
the attributes have common meanings and/or are synonymous
with one another.

Atblock 440, the server creates an attribute cloud including
the plurality of attributes, where the placement of the plurality
of attributes within the attribute cloud is based at least in part
on the determined semantic cohesion between the plurality of
attributes. For example, and as mentioned above, attributes
with high semantic cohesion (e.g., “tablet,” “ipad,” and
“touchpad”) may be placed close to one another.

Atblock 450, the server 130 outputs the attribute cloud for
display on a graphical user interface. For example, the server
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130 may output the attribute cloud for display on one or more
computing/output devices such as desktops, laptops, tablet,
and/or smartphones. Alternatively or in addition, the server
130 may output the attribute cloud for display on an attached
output device such as a monitor.

FIG. 5 depicts an example method 500 associated with
producing the above-described attribute cloud in accordance
with an embodiment. Similar to FIG. 4, it should be under-
stood that the processes may be conducted in a different order
than shown.

The method may begin at block 505 where the server 130
receives a text corpus from a text source 110 via a communi-
cations interface. For example, the server 130 may receive a
Twitter feed from a web server via a network interface card
installed on the sever 130 and/or via harvesting adapters
installed on the server.

At block 510, the server 130 pre-processes the text corpus
to make the data more amenable for analysis. For example,
such pre-processing may include removing spam text, remov-
ing duplicate text, restoring popular abbreviations to their
corresponding original form, and/or removing extra text such
as hyperlinks and user names.

At block 515, server 130 conducts natural language pro-
cessing (NLP) on the text corpus. Such NLP may include
splitting text into sentences, splitting sentences into appropri-
ate tokens, tagging sentences with their part-of-speech, iden-
tifying sentence type, and/or resolving co-references. Sen-
tence detection may be accomplished by identifying a
sentence boundary annotator and/or by identifying punctua-
tion marks. Sentence-type detection may be accomplished by
determining if a sentence is a declarative sentence, imperative
sentence, interrogative sentence, comparative sentence, or
non-comparative sentence via pattern matching rules. For
example, an interrogative sentence may be identified by the
following pattern: [model word]+[auxiliary verb]+[words
window|+[question mark].

At block 520, the server 130 conducts attribute extraction,
since sentiments are expressed not just on entities, but at a
finer granularity on attributes of entities. For example, the
sentence— “The picture of the TV is awesome”—expresses a
positive sentiment on the picture attribute of the TV entity.
Discovering the sentiment may involve identifying nouns
(e.g., “picture”) and associated opinion/sentiment words
(e.g., “awesome”).

At block 525, the server 130 filters the attributes to, e.g.,
remove attributes below a numeric threshold, identify par-
ticular parts of speech, and/or identify n-grams. For example,
the server 130 may identify all nouns and filter the nouns to
remove those mentioned 15 times or less.

Atblock 530, the server 130 determines the sentiment (e.g.,
positive, negative, or neutral) for the remaining attributes.
This may be accomplished via opinion lexicon-based
approach, where domain specific lexicons are used to identify
particular opinion words, and based on the relation identified
sentiment polarity can be determined for the attribute directly.
Ifno clear dependency relation exists, either the opinion word
closest to the attribute or the opinion words within a window
of a given size may be used to compute the attribute senti-
ment.

Atblock 535, the server 130 determines the semantic cohe-
sion among the attributes. This may involve determining the
meaning and/or synonyms of each attribute, and assigning a
semantic cohesion score to two or more attributes. For
example, the attributes “ipad” and “tablet” may produce a
high semantic cohesion score because the two attributes simi-
larly refer to tablet computing devices. On the other hand, the
terms “tablet” and “shoe” may produce a how semantic cohe-
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sion score because the two attributes do not have similar
meanings and are not synonymous with one another.

Atblock 540, the server 130 may determine the importance
of each attribute. As mentioned, this may accomplished by
assigning a font size that is a non-linear function of the fre-
quency of the attribute.

At block 545, the server 130 may determine metadata
information for each attribute. As mentioned, the metadata
information may include attribute information such as the
name of the attribute (e.g., “ipad”), the total number of hits
(e.g., “ipad” was mentioned 187 times in the Twitter feeds),
the number of positive sentiments (e.g., “ipad” was men-
tioned positively 55 times), the number of negative senti-
ments (e.g., “ipad” was mentioned negatively 30 times), the
number of neutral sentiments (e.g., “ipad” was mentioned
neutrally 102 times), an average score (e.g., a composite score
based on the positive, negative, and neutral mentions), a posi-
tiveness score (e.g., a composite score based on the positive
mentions), the geographical makeup of the source text infor-
mation (e.g., 55% U.S., 25% Canada, and 10% UK), sample
text information (e.g., sample text from one or more sen-
tences mentioning the selected attribute), and/or influencer
information.

Atblock 550, the server 130 may output the attribute cloud
for display on a graphical user interface. For example, the
server 130 may output the attribute cloud for display on one or
more computing/output devices such as desktops, laptops,
tablet, and/or smartphones. Alternatively or in addition, the
server 130 may output the attribute cloud for display on an
attached output device such as a monitor.

FIG. 6 depicts a non-transitory computer-readable medium
that stores instructions for operating an intention server in
accordance with various embodiments. The non-transitory
computer-readable medium is generally referenced by refer-
ence number 610 and may be included in the server 130. The
non-transitory computer-readable medium 610 may corre-
spond to any typical storage device that stores computer-
implemented instructions, such as programming code or the
like. For example, the non-transitory computer-readable
medium 610 may include one or more of a non-volatile
memory, a volatile memory, and/or a storage device.
Examples of non-volatile memory include, but are not limited
to, electronically erasable programmable read only memory
(EEPROM) and read only memory (ROM). Examples of
volatile memory include, but are not limited to, static random
access memory (SRAM) and dynamic random access
memory (DRAM). Examples of storage devices include, but
are not limited to, hard disk drives, compact disc drives,
digital versatile disc drives, optical devices, and flash memory
devices. In some embodiments, the instructions may be part
of an installation package that can be executed by a comput-
ing device. In this case, the non-transitory computer-readable
medium 610 may be a portable medium such as a CD, DVD,
or flash drive or a memory maintained by a server from which
the installation package can be downloaded and installed. In
another embodiment, the instructions may be part of an appli-
cation or application already installed. Here, the non-transi-
tory computer-readable medium 610 can include integrated
memory such as a hard drive.

A processing device 620 generally retrieves and executes
the instructions stored in the non-transitory computer read-
able medium 610. In an embodiment, the non-transitory com-
puter readable medium 610 may be accessed by the process-
ing device 620 over a bus 630. A region 640 of the non-
transitory computer readable medium 610 may include an
attribute cloud application comprising instructions for the
attribute processing functionality described above.
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The present disclosure has been shown and described with
reference to the foregoing exemplary embodiments. It is to be
understood, however, that other forms, details, and embodi-
ments may be made without departing from the spirit and
scope of the disclosure that is defined in the following claims.

What is claimed is:

1. A system comprising:

at least one non-transitory storage medium; and

at least one processing device, wherein the at least one

non-transitory storage medium comprises instructions

that when executed by the at least one processing device

cause the system to:

receive a text corpus;

filter the text corpus to obtain a plurality of attributes;

determine a semantic cohesion between the plurality of
attributes; and

create an attribute cloud including the plurality of
attributes, wherein placement of the plurality of
attributes within the attribute cloud is based at least in
partonthe determined semantic cohesion between the
plurality of attributes, wherein sizes of respective
attributes of the plurality of attributes of the attribute
cloud vary according to relative importance of the
plurality of attributes, and wherein visual indicators
assigned to the respective attributes of the plurality of
attributes vary according to user sentiments expressed
for the plurality of attributes; and

generate a visual representation of the attribute cloud for
display, the plurality of attributes in the visual repre-
sentation of the attribute cloud having the placement,
the sizes, and the visual indicators.

2. The system of claim 1, wherein attributes of the plurality
of attributes with higher semantic cohesion are placed closer
to one another in the attribute cloud.

3. The system of claim 1, wherein the instructions when
executed cause the system to determine the semantic cohe-
sion between the plurality of attributes by comparing mean-
ings of the plurality of attributes.

4. The system of claim 1, wherein each of the plurality of
attributes in the attribute cloud is associated with metadata.

5. The system of claim 4, wherein the metadata comprises
at least one of sentiment information, influencer information,
source location information, and sample text information.

6. The system of claim 1, wherein the instructions when
executed cause the system to display metadata information in
response to a selection of an attribute of the plurality of
attributes in the visual representation of the attribute cloud, or
in response to locating a cursor above an attribute of the
plurality of attributes in the visual representation of the
attribute cloud.

7. The system of claim 1, wherein the instructions when
executed cause the system to:

determine an occurrence frequency for each respective

attribute of the plurality of attributes; and

assign a text size to each respective attribute of the plurality

of attributes, wherein the assigned text size is based at
least in part on the determined occurrence frequency for
the respective attribute of the plurality of attributes.

8. The system of claim 1, wherein the instructions when
executed cause the system to update the attribute cloud based
on continued or periodic receipt of further text.

9. The system of claim 1, where the assigned visual indi-
cators comprise colors assigned to the plurality of attributes.

10. A system comprising:

at least one non-transitory storage medium; and
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at least one processing device, wherein the at least one

non-transitory storage medium comprises instructions

that when executed by the at least one processing device

cause the system to:

receive a text corpus;

filter the text corpus to obtain a plurality of attributes;

determine a semantic cohesion between the plurality of
attributes;

create an attribute cloud including the plurality of
attributes, wherein placement of the plurality of
attributes within the attribute cloud is based at least in
partonthe determined semantic cohesion between the
plurality of attributes;

determine a sentiment for each respective attribute of the
plurality of attributes; and

assign a color and a color intensity to each respective
attribute of the plurality of attributes, wherein the
assigned color and color intensity are based at least in
part on the determined sentiment for the respective
attribute of the plurality of attributes.

11. A non-transitory computer-readable medium compris-
ing instructions that when executed cause a system to:

receive a text corpus;

filter the text corpus to obtain a plurality of attributes;

determine a semantic cohesion between the plurality of

attributes;

create an attribute cloud including the plurality of

attributes, wherein placement of the plurality of
attributes within the attribute cloud is based at least in
part on the determined semantic cohesion between the
plurality of attributes;

determine a sentiment for each respective attribute of the

plurality of attributes; and

assign a color and a color intensity to each respective

attribute of the plurality of attributes, wherein the
assigned color and color intensity are based at least in
part on the determined sentiment for the respective
attribute of the plurality of attributes.

12. The non-transitory computer-readable medium of
claim 11, wherein attributes of the plurality of attributes with
higher semantic cohesion are placed closer to one another in
the attribute cloud.

13. The non-transitory computer-readable medium of
claim 11, wherein the instructions, when executed, cause the
system to determine the semantic cohesion between the plu-
rality of attributes by obtaining and comparing meanings of
the plurality of attributes.

14. The non-transitory computer-readable medium of
claim 11, wherein each of the plurality of attributes in the
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attribute cloud is associated with metadata, and the metadata
comprises at least one of sentiment information, influencer
information, source location information, and sample text
information.

15. The non-transitory computer-readable medium of
claim 14, wherein the metadata is displayed in response to a
selection of an attribute in the attribute cloud, or in response
to locating a cursor above an attribute in the attribute cloud.

16. A method comprising:

receiving a text corpus via a computing device communi-

cations interface;
filtering, by a system including a processor, the text corpus
to produce a plurality of attributes, wherein each of the
plurality of attributes has an occurrence frequency above
a threshold;

determining, by the system, a semantic cohesion between
the plurality of attributes by analyzing a meaning of each
of the plurality of attributes;

creating, by the system, an attribute cloud including the

plurality of attributes, wherein placement of the plurality
of attributes within the attribute cloud is based at least in
part on the determined semantic cohesion between the
plurality of attributes;

assigning, by the system, a text size to each respective

attribute of the plurality of attributes, wherein the
assigned text size is based at least in part on the occur-
rence frequency for the respective attribute of the plu-
rality of attributes; and

outputting, by the system, the attribute cloud for display on

a graphical user interface.

17. The method of claim 16, wherein analyzing the mean-
ing of each of the plurality of attributes comprises determin-
ing an amount of commonality between the meanings of the
plurality of attributes.

18. The method of claim 16, wherein attributes of the
plurality of attributes with higher semantic cohesion are
placed closer to one another within the attribute cloud than
attributes with lower semantic cohesion.

19. The method claim 16, further comprising creating
metadata tags for each of the plurality of attributes in the
attribute cloud, wherein the metadata tags are displayed in
response to a selection of an attribute in the attribute cloud, or
in response to locating a cursor above an attribute in the
attribute cloud.

20. The method of claim 19, wherein the metadata tags
comprise at least one of sentiment information, influencer
information, source location information, and sample text
information.



UNITED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENT NO. : 9,064,009 B2 Page 1 of 1
APPLICATION NO. : 13/432639

DATED : June 23, 2015

INVENTORC(S) : Riddhiman Ghosh et al.

It is certified that error appears in the above-identified patent and that said Letters Patent is hereby corrected as shown below:

Drawings

In sheet 6 of 6, reference numeral 610, line 1, delete “Computer Readable™ and insert
-- Computer-Readable --, therefor.

Claims

In column 12, line 39 approx., in Claim 19, delete “The method claim™ and insert -- The method of
claim --, therefor.

Signed and Sealed this
Twenty-second Day of March, 2016

Decbatle X Loa

Michelle K. Lee
Director of the United States Patent and Trademark Office



